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#### Abstract

Let $X$ be a compact metric space, and let $V=\{F(a, x): a \in A\}$ where $A$ is an open subset of $\mathbf{R}^{n}$, and $F(a, x)$ and $\partial F / \partial a_{i}, 1 \leqslant i \leqslant n$, are continuous on $A \times X$. Suppose $f \in C(X)$ is weakly normal; that is (i) $f$ has a best approximation $F\left(a^{*}, \cdot\right)=B_{V}(f)$ such that $N=\operatorname{dim} W\left(a^{*}\right) \equiv \operatorname{dim} \operatorname{span}\left\{\left(\partial F / \partial a_{l}\right)\left(a^{*}, \cdot\right): 1 \leqslant i \leqslant n\right\}$ is maximal, and (ii) certain weakened versions of the local Haar condition, a sign property equivalent to a form of asymptotic convexity, and Property Z hold. For those weakly normal functions $f$ for which $\left\{x \in X:\left|f(x)-F\left(a^{*}, x\right)\right|=\left\|f-F\left(a^{*}, \cdot\right)\right\|\right\}$ has exactly $N+1$ points, we give constructions of the local Lipschitz and strong unicity constants, as well as show that $B_{V}(f)$ is differentiable. © 1989 Academic Press, Inc.


## 1. Introduction

In the setting of uniform approximation by algebraic polynomials in a single real variable, characterizations for the strong unicity constant were developed in [5, 18]. In [10, 1] a characterization for the local Lipschitz constant was developed and it was shown that under certain conditions the norm of the derivative of the best approximation operator equals the local Lipschitz constant. It is the purpose of this paper to extend these results to a much more general setting, which includes, e.g., as a special case, the situation of generalized rational approximation on an arbitrary compact metric space. In this section we describe our setting, which is similar to that
in $[15,7]$; in Section 2 we prove some preliminary results; in Section 3 we review and expand some results for the linear case; and we prove our main results in Section 4.

Let $n$ be a positive integer, and let $A$ be an open subset of $\mathbf{R}^{n}$. For any $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbf{R}^{n},\|a\|$ will denote $\max \left\{\left|a_{i}\right|: 1 \leqslant i \leqslant n\right\}$, Let $X$ be a compact metric space with a least $n+1$ points, and let $r(x, y)$ denote the distance between $x, y \in X$. Given $f \in C(X)$, we define $\| f=$ $\sup \{|f(x)|: x \in X\}$. For any positive integer $k$ and any $S \subset X, \hat{S}_{k}$ will denote $\left\{\left(x_{1}, \ldots, x_{k}\right): x_{1}, \ldots, x_{k}\right.$ distinct points in $\left.S\right\}$. Let $V$ be a set of continuous functions defined on $A \times X$, where for all $F \in V$ we also assume $\left(\partial F / C a_{i}\right)(a, x) \equiv F_{i}(a, x)$ is continuous on $A \times X$ for $i=1, \ldots, n$. For any $a \in A$, set $W(a)=\left\{D(a, b, x) \equiv \sum_{i=1}^{n} b_{i} F_{i}(a, x): b=\left(b_{i}, \ldots, b_{n}\right) \in \mathbf{R}^{n}\right\}$ and let $d(a)=\operatorname{dim} W(a)$. Let $N=\max \{d(a): a \in A\}$; evidently $N \leqslant n$. Given $f \in C(X)$ and $a \in A$, let $E_{a}(f)=\{x \in X:|f(x)-F(a, x)|=\|f-F(a, \cdot)\|\}$. We say $F\left(a^{*}, \cdot\right) \in V$ is a best approximation to $f \in C(X)$ on $X$ from $V$ if $\left\|f-F\left(a^{*}, \cdot\right)\right\| \leqslant\|f-F(a, \cdot)\|$, for all $a \in A$. If $F\left(a^{*}, \cdot\right)$ is unique, we will often denote it by $B_{v}(f)$, and we will also use the notation $e_{V}(f)=$ $f-B_{v}(f)$ and $E_{V}(f)=E_{a^{*}}(f)$. The notation $B_{V}(f, S)$ will mean the unique best approximation to $f$ on $S$ from $V$, where $S \subset X$.

Definition 1. Let $f \in C(X)$.
(a) The global Lipschitz constant is defined as

$$
\lambda_{V}(f)=\sup \left\{\frac{\left\|B_{V}(f)-B_{V}(g)\right\|}{\|f-g\|}: f \neq g, g \in C(X)\right\}
$$

(b) For $\delta>0$, let

$$
\lambda_{v}(f, \delta)=\sup \left\{\frac{\left\|B_{\nu}(f)-B_{\nu}(g)\right\|}{\|f-g\|}: 0<\|f-g\| \leqslant \delta, g \in C(X)\right\}
$$

Then

$$
\hat{\lambda}_{V}(f)=\lim _{\delta \rightarrow 0^{+}} \lambda_{r}(f, \delta)
$$

is the local Lipschitz constant.
(c) The strong unicity constant is defined as

$$
M_{\vdash}(f)=\sup \left\{\frac{\left\|F(a, \cdot)-B_{v}(f)\right\|}{\|f-F(a, \cdot)\|-\left\|f-B_{v}(f)\right\|}: a \in A ; F(a, \cdot) \neq B_{v}(f)\right\}
$$

(d) For $\delta>0$, let

$$
\begin{aligned}
& M_{V}(f, \delta) \\
& \quad=\sup \left\{\frac{\left\|F(a, \cdot)-B_{\nu}(f)\right\|}{\|f-F(a, \cdot)\|-\left\|f-B_{V}(f)\right\|}: a \in A ; 0<\left\|F(a, \cdot)-B_{V}(f)\right\| \leqslant \delta\right\}
\end{aligned}
$$

Then

$$
\hat{M}_{V}(f)=\lim _{\delta \rightarrow 0^{+}} M_{V}(f, \delta)
$$

is the local strong unicity constant.
We remark here that in case $V$ is a linear subspace it was shown in [11] that $M_{V}(f, \delta)=M_{V}(f)$ and so the local strong unicity constant only makes sense when $V$ is a nonlinear set. As stated earlier, it was demonstrated in [ 10,1$]$ that under certain conditions the local Lipschitz constant turns out to be the norm of the derivative of $B_{r}$. The following definition makes this concept of derivative precise.

Definition 2. The best approximation operator $B_{V}$ has at $f \in C(X)$ a one-sided derivative denoted by $D_{f} B_{V}: C(X) \rightarrow V$ if for each $g \in C(X)$ the limit

$$
\lim _{t \rightarrow 0^{+}} \frac{B_{V}(f+t g)-B_{V}(f)}{t}=D_{f} B_{V}(g)
$$

exists. In case $D_{f} B_{V}(g)=-D_{f} B_{V}(-g)$, we say $B_{V}$ is differentiable at $f$. If in addition the derivative $D_{f} B_{V}$ is a linear operator of direction $g$ then $B_{V}$ is called Gâteaux differentiable at $f \in C(X)$.

The study of the differentiability of $B_{V^{\prime}}$ in $C(X)$ was begun by Kroò [13] where a characterization of those $f \in C(X)$ where $B_{V}$ is Gâteaux differentiable is given when $X$ is an interval and $V$ is a linear space satisfying the Haar condition. These results have subsequently been extended to the setting where $X$ is an interval and $V$ is the set of ordinary rational functions [12]. In this report, studies of the local Lipschitz constant for the aforementioned general nonlinear families will lead to an extension of the differentiability of $B_{V}$ to these families.

We next define three properties which will appear as hypotheses in many of our results.

Definition 3. Let $a \in A$ and $S \subset X$.
(a) We say that property $\operatorname{SIGN}(a, S)$ holds if for all $S_{0} \subset S, S_{0}$ com-
pact, for all $b \in A$ with $F(a, x) \neq F(b, x)$, for all $x \in S_{0}$, there exists a $\phi \in W(a)$ with $\operatorname{sgn} \phi(x)=\operatorname{sgn}(F(b, x)-F(a, x))$, for all $x \in S_{0}$.
(b) We say property $\operatorname{LH}(a, S)$ holds if for every $m \leqslant d(a)$ and every set of distinct points $\left\{x_{1}, \ldots, x_{m}\right\} \subset S$, the set of vectors $\left\{\left[h_{1}\left(x_{j}\right), \ldots\right.\right.$, $\left.\left.h_{k}\left(x_{j}\right)\right]: j=1, \ldots, m\right\}$ is linearly independent, where $k=d(a)$ and $\left\{h_{1}, \ldots, h_{k}\right\}$ is a basis for $W(a)$.
(c) We say property $\mathrm{Z}(a, S)$ holds if there is a $\delta>0$ such that for $\bar{a} \in A$ with $\|\bar{a}-a\| \leqslant \delta$ and for all $b \in A$, if $F(b, \cdot)-F(\bar{a}, \cdot)$ has more than $d(\bar{a})-1$ zeros in $S$, then $F(b, \cdot) \equiv F(\bar{a}, \cdot)$ on $X$.

We remark here that property $\operatorname{SIGN}(a, S)$ is equivalent to asymptotic convexity essentially as defined in [15] restricted to subsets of $S$. Aiso property $\operatorname{SIGN}(a, S)$ is similar to the definition of the "Vorzeichenbedingung" found in [7, p.68]. Properties $\mathrm{LH}(a, S)$ and $\mathrm{Z}(a, S)$ are, respectively, essentially the local Haar condition and property $\mathbb{Z}$ as defined in $[3,7,15]$ but restricted to $S$.

Definition 4. Let $f \in C(X)$. We say that $f$ is weakly normal if $f$ has a best approximation $F\left(a^{*}, \cdot\right)$ with $d\left(a^{*}\right)=N$ such that $\operatorname{SIGN}\left(a^{*}, E_{a^{*}}(f)\right.$, $\mathrm{LH}\left(a^{*}, E_{a^{*}}(f)\right)$, and $\mathrm{Z}\left(a^{*}, E_{a^{*}}(f)\right)$ all hold.

This weak normality condition is the same as the usual normality condition with the exception that we only require the three properties of Definition 2 to hold on the set of extreme points, $E_{\alpha^{*}}(f)$. We also point out that this definition is motivated by the observation made in [15, p. 138$]$ that the local Haar condition could in some cases be weakened by requiring the local Haar condition only on the set of extreme points.

Examples of the kinds of settings our results can be applied to are generalized rational functions, sums of exponential functions with noncoalescing frequencies on compact subsets of the real line, and of course linear subspaces. Our results also can be applied to certain generalized rational functions, which are not varisolvent as defined by Rice [16, 17].

## 2. Preliminary Results

We now state a lemma which collects some reslts on the set $V$ which will be needed later.

Lemma 1. Suppose $a^{*} \in A$ is fixed with $d\left(a^{*}\right)=k$. Then
(a) If $\left\|a-a^{*}\right\|$ is sufficiently small, then $F(a, \cdot)-F\left(a^{*}, \cdot\right)=$ $D\left(a^{*}, a-a^{*}, \cdot\right)+o\left(\left\|a-a^{*}\right\|\right)$.
(b) $\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|=O\left(\left\|a-a^{*}\right\|\right)$ as $\left\|a-a^{*}\right\| \rightarrow 0$.
(c) Suppose $k=N$. Let $x_{1}, \ldots, x_{N}$ be distinct points in $X$ such that $\mathrm{LH}\left(a^{*},\left\{x_{1}, \ldots, x_{N}\right\}\right)$ and $\mathrm{Z}\left(a^{*},\left\{x_{1}, \ldots, x_{N}\right\}\right)$ hold. Let $I$ be a set of $N$ indices such that $\left\{F_{i}\left(a^{*}, \cdot\right): i \in I\right\}$ forms a basis for $W\left(a^{*}\right)$. Then for all sufficiently small $\varepsilon>0$, there exists $a \delta=\delta(\varepsilon)>0$ such that if $\left|F\left(a^{*}, x_{i}\right)-c_{i}\right| \leqslant \delta$, $i=1, \ldots, N$, then there is a unique $a \in A$ satisfying (i) $F\left(a, x_{i}\right)=c_{i}, i=1, \ldots, N$, (ii) $a_{i}=a_{i}^{*}$ for $i \notin I$, and (iii) $\left\|a-a^{*}\right\| \leqslant \varepsilon$. Furthermore, $F(a, \cdot) \in V$ is the only element of $V$ satisfying (i); that is, if also $\bar{a} \in A$ and $F\left(\bar{a}, x_{i}\right)=c_{i}$, $i=1, \ldots, N$, then $F(\bar{a}, x)=F(a, x)$ for all $x \in X$. We may also assume that $\left\|a-a^{*}\right\|=O\left(\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|\right)$ as $\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\| \rightarrow 0$.

Proof. The proof of (a) follows from the fact that $F_{i}(a, x), i=1, \ldots, n$, are continuous on $A \times X$ and (b) follows from (a). Part (c) and its proof can be found in [3].

The first theorem we present contains results on best approximation, in particular, a "zero in the convex hull" characterization of a best approximation, an inclusion theorem, and a strong uniqueness result. However, the main purpose of the theorem is to establish a type of generalized alternation theorem in our setting.

Theorem 1. Let $a^{*} \in A$ be fixed with $d\left(a^{*}\right)=k$.
(a) Suppose $f \in C(X)$ and $F\left(a^{*}, \cdot\right) \in V$ are such that $\operatorname{SIGN}\left(a^{*}\right.$, $\left.E_{a^{*}}(f)\right)$ holds. Then $F\left(a^{*}, \cdot\right)$ is a best approximation to $f$ if and only if there is no $\phi \in W\left(a^{*}\right)$ such that $\left(f(x)-F\left(a^{*}, x\right)\right) \phi(x)>0$ for all $x \in E_{a^{*}}(f)$.
(b) Under the hypotheses of part (a), $F\left(a^{*}, \cdot\right)$ is a best approximation to $f$ if and only if the zero of $k$-dimensional real space, $O_{k}$ lies in $\operatorname{co}\left\{\operatorname{sgn}\left(f(x)-F\left(a^{*}, x\right)\right)\left[h_{1}(x), \ldots, h_{k}(x)\right]: x \in E_{a^{*}}(f)\right\}$, where co denotes the convex hull and $\left\{h_{1}, \ldots, h_{k}\right\}$ is any basis for $W\left(a^{*}\right)$.
(c) Suppose $\left(x_{0}, \ldots, x_{k}\right) \in \hat{X}_{k}$ is such that $\mathrm{LH}\left(a^{*},\left\{x_{0}, \ldots, x_{k}\right\}\right)$ holds. Then there is a unique set of signs $\sigma_{0}, \ldots, \sigma_{k}$ depending on $a^{*}$ and $x_{0}, \ldots, x_{k}$ such that $\sigma_{0}=1, \quad\left|\sigma_{i}\right|=1$ for $i=1, \ldots, k, \quad$ and $O_{k}$ lies in $\operatorname{co}\left\{\sigma_{i}\left[h_{1}\left(x_{i}\right), \ldots, h_{k}\left(x_{i}\right)\right]: i=0, \ldots, k\right\}$, where $\left\{h_{1}, \ldots, h_{k}\right\}$ is any basis for $W\left(a^{*}\right)$. Furthermore, $\sigma_{0}, \ldots, \sigma_{k}$ are independent of the choice of basis for $W\left(a^{*}\right)$.
(d) Suppose $d\left(a^{*}\right)=N$, and $\left(x_{0}, \ldots, x_{N}\right) \in \hat{X}_{N}$ is such that $\operatorname{LH}\left(a^{*}\right.$, $\left.\left\{x_{0}, \ldots, x_{N}\right\}\right)$ holds. Then there is a $\delta>0$ such that if $a \in A,\left(y_{0}, \ldots, y_{N}\right) \in \hat{X}_{N}$ satisfy $\quad\left\|a-a^{*}\right\| \leqslant \delta, \quad$ and $\quad r\left(x_{i}, y_{i}\right) \leqslant \delta, \quad 0 \leqslant i \leqslant N, \quad$ then $d(a)=N$, $\mathrm{LH}\left(a,\left\{y_{0}, \ldots, y_{N}\right\}\right)$ holds, and the signs associated with $a^{*}$ and $x_{0}, \ldots, x_{N}$ are identical with those associated with $a$ and $y_{0}, \ldots, y_{N}$.
(e) Suppose $\left(x_{0}, \ldots, x_{k}\right) \in \hat{X}_{k}$ is such that $\operatorname{LH}\left(a^{*},\left\{x_{0}, \ldots, x_{k}\right\}\right)$ and $\operatorname{SIGN}\left(a^{*},\left\{x_{0}, \ldots, x_{k}\right\}\right)$ hold. Then there is no $a \in A$ for which $\sigma_{i}\left(F\left(a, x_{i}\right)-\right.$ $\left.F\left(a^{*}, x_{i}\right)\right)>0, i=0, \ldots, k$, or $\sigma_{i}\left(F\left(a, x_{i}\right)-F\left(a^{*}, x_{i}\right)\right)<0, i=1, \ldots, k$.
(f) Suppose $\left(x_{0}, \ldots, x_{k}\right) \in \hat{X}_{k}$ is such that $\mathrm{LH}\left(a^{*},\left\{x_{0}, \ldots, x_{k}\right\}\right)$ and $\operatorname{SIGN}\left(a^{*},\left\{x_{0}, \ldots, x_{k}\right\}\right)$ hold. Suppose $f \in C(X)$, and let $\sigma_{0}, \ldots, \sigma_{k}$ be signs as in part (c). Suppose further that $\operatorname{sgn}\left(f\left(x_{i}\right)-F\left(a^{*}, x_{i}\right)\right)=\sigma \sigma_{i}, 0 \leqslant i \leqslant k$, for some $\sigma=-1,0$, or 1. Then $\inf \left\{\left\|f-F\left(a_{3} \cdot\right)\right\|: a \in A\right\} \geqslant \min \left(\mid f\left(x_{i}\right)-\right.$ $\left.F\left(a^{*}, x_{1}\right) \mid: 0 \leqslant i \leqslant k\right\}$.
(g) Suppose $\operatorname{LH}\left(a^{*}, E_{a^{*}}(f)\right)$ and $\operatorname{SIGN}\left(a^{*}, E_{a^{*}}(f)\right)$ hold. Then $F\left(a^{*}, \cdot\right)$ is a best approximation to $f \in C(X)$ if and only if $f-F\left(a^{*}, \cdot\right)$ possesses $a$ " $\sigma$-alternant" of length $k+1$, that is, $a(k+1)$-tuple $\left(x_{0}, \ldots, x_{k}\right) \in \hat{X}_{k}$ with signs $\sigma_{0}, \ldots, \sigma_{k}$ as in part (c) such that $x_{t} \in E_{a^{*}}(f)$ and $\operatorname{sgn}\left(f\left(x_{i}\right)-F\left(a^{*}, x_{i}\right)\right)=\sigma \sigma_{i}, i=0, \ldots, k$, for some $\sigma=-1,0$, or 1 . We shail denote this $\sigma$-alternant by $\sigma_{\nu}\left(x_{0}, \ldots, x_{k} ; a^{*}\right)$. For the converse part, the assumptions that $\operatorname{LH}\left(a^{*}, E_{a^{*}}(f)\right)$ and $\operatorname{SIGN}\left(a^{*}, E_{a^{*}}(f)\right)$ hold can be replaced by the weaker assumptions that $\mathrm{LH}\left(a^{*},\left\{x_{0}, \ldots, x_{k}\right\}\right)$ and $\operatorname{SIGN}\left(a^{*}\right.$. $\left.\left\{x_{0}, \ldots, x_{k}\right\}\right)$ hold.
(h) Suppose $d\left(a^{*}\right)=N$, and $f \in C(X)$ is such that $f-F\left(a^{*}, \cdot\right\}$ possesses $a$-alternant $\sigma_{\nu}\left(x_{0}, \ldots, x_{v} ; a^{*}\right)$ of lengih $N+1$ with $\mathrm{LH}\left(a^{*},\left\{x_{0}, \ldots, x_{N}\right\}\right), \operatorname{SIGN}\left(a^{*},\left\{x_{0}, \ldots, x_{N}\right\}\right)$, and $Z\left(a^{*},\left\{x_{0}, \ldots, x_{N}\right\}\right)$ alf holding. Then the best approximation $F\left(a^{*}, \cdot\right)$ is strongly unique: that is, there is a $\gamma^{\prime}>0$ such that

$$
\|f-F(a, \cdot)\| \geqslant\left\|f-F\left(a^{*}, \cdot\right)\right\|+\gamma\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|
$$

for all $a \in A$.
Proof. The proof of (a) follows as a result of property $\operatorname{SIGN}\left(a^{*}, E_{a^{*}}(f)\right)$ and arguments similar to those in [15, Theorem 87] and [7, Satz 5.2]. Part (b) results from part (a) and the theorem on linear inequalities [4, p. 19]. Part (f) is the usual type oi inclusion result or a general de la Valleè Poussin theorem [4, p. 77] and is well known (see, e.g., [15, Theorem 85]; its proof follows immediately from (e). The proof of ( h ) follows by arguments similar to those in $[3,9]$, where part (e) above is used in place of the usual zero counting on an interval. We will give proofs of (c), (d), (e), and (g).
(c) Let $\left\{h_{1}, \ldots, h_{k}\right\}$ be any basis for $W\left(a^{*}\right)$, and consider the equation

$$
\begin{equation*}
\sum_{i=0}^{k} \theta_{i} \sigma_{i}\left[h_{1}\left(x_{i}\right), \ldots, h_{k}\left(x_{i}\right)\right]=0_{k} \tag{2.1}
\end{equation*}
$$

This is an underdetermined homogeneous linear system and so it has nontrivial solutions. Now since $\operatorname{LH}\left(a^{*},\left\{x_{0}, \ldots, x_{k}\right\}\right)$ holds every set of vectors $\left\{\left[h_{1}\left(z_{1}\right), \ldots, h_{k}\left(z_{1}\right)\right], \ldots,\left[h_{1}\left(z_{k}\right), \ldots, h_{k}\left(z_{k}\right)\right]\right\}$ is linearly independent, where $z_{1}, \ldots, z_{k}$ are distinct points in $\left\{x_{0}, \ldots, x_{k}\right\}$. Thus for any nontrivial solution
$\left(\theta_{0} \sigma_{0}, \ldots, \theta_{k} \sigma_{k}\right)$ of (2.1) we must $\theta_{i} \sigma_{i} \neq 0$ for all $i=0,1, \ldots, k$. Now without loss of generality we may choose $\sigma_{0}=1$, and rewrite (2.1) as

$$
\begin{equation*}
\sum_{i=0}^{k} \sigma_{i}\left(\theta_{i} / \theta_{0}\right)\left[h_{1}\left(x_{i}\right), \ldots, h_{k}\left(x_{i}\right)\right]=-\left[h_{1}\left(x_{0}\right), \ldots, h_{k}\left(x_{0}\right)\right] \tag{2.2}
\end{equation*}
$$

The Haar condition then implies that (2.2) has a unique solution $\left(\sigma_{1}\left(\theta_{1} / \theta_{0}\right), \ldots, \sigma_{k}\left(\theta_{k} / \theta_{0}\right)=\left(\alpha_{1}, \ldots ., \alpha_{k}\right)\right.$, where $\alpha_{i} \neq 0, i=1, \ldots, k$. Now imposing the conditions $\left|\sigma_{i}\right|=1, \theta_{i}>0$, for $i=0, \ldots, k$, and $\sum_{i=0}^{k} \theta_{i}=1$ determines $\sigma_{1}, \ldots, \sigma_{k}$ and $\theta_{0}, \ldots, \theta_{k}$ uniquely. To see that $\sigma_{0}, \ldots, \sigma_{k}$ are independent of the choice of basis for $W\left(a^{*}\right)$, we observe for any $h$ in any other basis for $W\left(a^{*}\right)$ we must have $\sum_{i=0}^{k} \theta_{i} \sigma_{i} h\left(x_{i}\right)=0$ so (2.1) holds for the $\sigma_{0}, \ldots, \sigma_{k}, \theta_{0}, \ldots, \theta_{k}$ chosen above.
(d) Without loss of generality we may assume $h_{i}=F_{i}\left(a^{*}, \cdot\right)$, $i=1, \ldots, N$, forms a basis for $W\left(a^{*}\right)$. Let $\bar{h}_{i}=F_{i}(a, \cdot), i=1, \ldots, N$. Now, $\bar{h}_{i}\left(y_{j}\right)$ depends continuously on $a$ and $y_{j}$, so for $\delta>0$ sufficiently small we have that the determinant of the matrix $\left[\bar{h}_{i}\left(z_{j}\right)\right], i=1, \ldots, N, j=1, \ldots, N$, is nonzero for every choice of $N$ distinct points $\left\{z_{1}, \ldots, z_{N}\right\}$ from $\left\{y_{0}, \ldots, y_{N}\right\}$. Thus $\left\{\bar{h}_{1}, \ldots, \bar{h}_{N}\right\}$ is linearly independent, so $d(a) \geqslant N$; but $N$ is maximal, so $d(a)=N$, and $\left\{\bar{h}_{1}, \ldots, \bar{h}_{N}\right\}$ is a basis for $W(a)$. Also, $W(a)$ satisfies the Haar condition on $\left\{y_{0}, \ldots, y_{N}\right\}$ so $\mathrm{LH}\left(a,\left\{y_{0}, \ldots, y_{N}\right\}\right)$ holds. Finally, by part (c) we can infer that $\alpha_{1}, \ldots, \alpha_{N}$ are continuous functions of $x_{0}, \ldots, x_{N}, a^{*}$, so small changes in $x_{0}, \ldots, x_{N}, a^{*}$ will leave the signs $\sigma_{0}, \ldots, \sigma_{N}$ associated with $x_{0}, \ldots, x_{N}$ unchanged. Thus if $\delta>0$ is sufficiently small, $\sigma_{0}, \ldots, \sigma_{N}$ will also be the signs associated with $y_{0}, \ldots, y_{N}$.
(e) Suppose $\sigma_{i}\left(F\left(a, x_{i}\right)-F\left(a^{*}, x_{i}\right)\right)>0$ for $i=0, \ldots, k$. (The case where $\sigma_{i}\left(F\left(a, x_{i}\right)-F\left(a^{*}, x_{i}\right)\right)<0$ for $i=0, \ldots, k$ is similar and will be omitted.) Let $\left\{h_{1}, \ldots, h_{k}\right\}$ be a basis for $W\left(a^{*}\right)$. $\operatorname{By} \operatorname{SIGN}\left(a^{*},\left\{x_{0}, \ldots, x_{k}\right\}\right)$, there is a $c \in \mathbf{R}^{k}$ such that $\operatorname{sgn}\left(\sum_{j=1}^{k} c_{j} h_{j}\left(x_{i}\right)\right)=\operatorname{sgn}\left(F\left(a, x_{i}\right)-F\left(a^{*}, x_{i}\right)\right)$ for $i=0,1, \ldots, k$. Thus, setting $p=\sum_{j=1}^{k} c_{j} h_{j}$, we have $\sigma_{i} p\left(x_{i}\right)>0$ for $i=0, \ldots, k$. We wish to show this is impossible; we will establish the stronger claim that if $\sigma_{i} p\left(x_{i}\right) \geqslant 0$, for $i=0, \ldots, k$, then $p \equiv 0$ on $X$. From part (c) above and its proof we have that $\sum_{i=1}^{k} \theta_{i} \sigma_{i}\left[h_{1}\left(x_{i}\right), \ldots, h_{k}\left(x_{i}\right)\right]=[0, \ldots, 0]$, for some $\theta_{0}, \ldots, \theta_{k}$ with $\theta_{i}>0$ for all $i$. So $\sum_{i=1}^{k} \theta_{i} \sigma_{i} p\left(x_{i}\right)=0$. But $\theta_{i} \sigma_{i} p\left(x_{i}\right) \geqslant 0$, $0 \leqslant i \leqslant k$, hence $p\left(x_{i}\right)=0,0 \leqslant i \leqslant k$, and the claim now follows from the assumption that $W\left(a^{*}\right)$ satisfies the Haar condition on $\left\{x_{0}, \ldots, x_{k}\right\}$.
(g) $(\Rightarrow)$ Suppose $F\left(a^{*}, \cdot\right)$ is a best approximation to $f$ from $V$. If $\left\|f-F\left(a^{*}, \cdot\right)\right\|=0$, then $E_{a^{*}}(f)=X$ and for any $\left(x_{0}, \ldots, x_{k}\right) \in \hat{X}_{k}$ with signs $\sigma_{0}, \ldots, \sigma_{k}$ we have $\left|f\left(x_{i}\right)-F\left(a^{*}, x_{i}\right)\right|=0=0 \sigma_{i}, i=0, \ldots, k$. If $\left\|f-F\left(a^{*}, \cdot\right)\right\|$ $>0$, then by part (b) above and Caratheodory's theorem [4, p.17], for some $m \leqslant k$, there exist $\left(x_{0}, \ldots, x_{k}\right) \in \hat{X}_{k}$ with $\left|f\left(x_{i}\right)-F\left(a^{*}, x_{i}\right)\right|=$ $\left\|f-F\left(a^{*}, \cdot\right)\right\|, \quad i=0, \ldots, m$, and the zero of $\mathbf{R}^{k}$ is in $\operatorname{co}\left\{\operatorname{sgn}\left(f\left(x_{i}\right)-\right.\right.$
$\left.\left.F\left(a^{*}, x_{i}\right)\right)\left[h_{1}\left(x_{i}\right), \ldots, h_{k}\left(x_{i}\right)\right]: i=0, \ldots, m\right\}$ where $\left\{h_{1}, \ldots, h_{k}\right\}$ is a basis for $W\left(a^{*}\right)$. But by the Haar condition, $m \geqslant k$, so $m=k$. By the uniqueness of the signs in part (c) we have $\operatorname{sgn}\left(f\left(x_{0}\right)-F\left(a^{*}, x_{0}\right)\right) \operatorname{sgn}\left(f\left(x_{i}\right)-\right.$ $\left.F\left(a^{*}, x_{i}\right)\right)=\sigma_{i}$, so $\operatorname{sgn}\left(f\left(x_{i}\right)-F\left(a^{*}, x_{i}\right)\right)=\operatorname{sgn}\left(f\left(x_{0}\right)-F\left(a^{*}, x_{0}\right)\right) \sigma_{i} \equiv \sigma \sigma_{i}$, for $i=0, \ldots, k$.
$(\Leftarrow)$ Suppose that for some $\left(x_{0}, \ldots, x_{k}\right) \in \hat{X}_{k}, \operatorname{LH}\left(a^{*},\left\{x_{0}, \ldots, x_{k}\right\}\right)$ and $\operatorname{SIGN}\left(a^{*},\left\{x_{0}, \ldots, x_{k}\right\}\right)$ hold, $\left|f\left(x_{i}\right)-F\left(a^{*}, x_{i}\right)\right|=\left\|j-F\left(a^{*}, \cdot\right)\right\|$, and $\operatorname{sgn}\left(f\left(x_{i}\right)-F\left(a^{*}, x_{i}\right)\right)=\sigma \sigma_{i}$, for $i=0, \ldots, k$, for some $\sigma=-1,0$, or 1. Then by part ( f ) we have

$$
\begin{aligned}
\left\|f-F\left(a^{*}, \cdot\right)\right\| & \geqslant \inf \{\|f-F(a, \cdot)\|: a \in A\} \\
& \geqslant \min \left\{\left|f\left(x_{i}\right)-F\left(a^{*}, x_{i}\right)\right|: 0<i<k\right\} \\
& =\|f-F(a, \cdot)\|,
\end{aligned}
$$

so $F\left(a^{*}, \cdot\right)$ is a best approximation to $f$ from $V$.
Remark. We note that if $\sigma_{V}\left(x_{0}, \ldots, x_{k} ; a^{*}\right)$ is a $\sigma$-alternant for $f-F\left(a^{*}, \cdot\right)$, and if we define $M_{1}=\left\{x_{i}: \sigma_{i}=1\right\}$ and $M_{2}=\left\{x_{i}: \sigma_{i}=-1\right\}$, then in the terminology of $[6,19] M=M_{1} \cup M_{2}$ is called an $H$-set relative to $F\left(a^{*}, \cdot\right)$, since by Theorem 1(e), there is no $F(a, \cdot) \in V$ with $F\left(a^{*}, \cdot\right)-F(a, \cdot)>0$ on $M_{1}$, and $F\left(a^{*}, \cdot\right)-F(a, \cdot)<0$ on $M_{2}$. In fact, in the terminology of $[9], \sigma_{V}\left(x_{0}, \ldots, x_{k} ; a^{*}\right)$ is a minimal $H$-set relative to $F\left(a^{*}, \cdot\right)$.

As stated before Theorem $1(\mathrm{~g})$ is a generalized alternation theorem, but we note there that the ordinary alternation theorem does not necessarily hold even in situations where it would appear to make sense. The following example illustrates this.

Example 1. Let $X=\left\{-1,0, \frac{1}{2}\right\}, A=\mathbf{R}^{2}$, and $V=\left\{a_{1}+a_{2} x^{2}\right.$ : $\left.\left(a_{1}, a_{2}\right) \in A\right\}$. For every $a \in A$ we have $W(a)=V$ and $d(a)=2$. Since $V$ is a linear space we have that property $\operatorname{SIGN}(a, X)$ holds for all $a \in A$. Note also that $\mathrm{LH}(a, X)$ and $\mathrm{Z}(a, X)$ also hold for all $a \in A$. Thus every $f \in C(X)$ is normal. Define $f \in C(X)$ by $f(-1)=0, f(0)=0$, and $f\left(\frac{1}{2}\right)=-\frac{3}{4}$. Consider $a=\left(-\frac{1}{2}, 1\right)$, so $F(a, x)=x^{2}-\frac{1}{2}$. We have then that $\|f-F(a, \cdot)\|=\frac{1}{2}$ with $f-F(a, \cdot)$ having the ordinary alternation property, but $F(a, \cdot)$ is not a best approximation to $f$. To see this, consider $a^{*}=\left(-\frac{3}{8}, 0\right)$, so $F\left(a^{*}, x\right)=-\frac{3}{8}$; we have $\left\|f-F\left(a^{*}, \cdot\right)\right\|=\frac{3}{8}$, with $f(-1)-F\left(a^{*},-1\right)=\frac{3}{8}$, $f(0)-F\left(a^{*}, 0\right)=\frac{3}{8}$, and $f\left(\frac{1}{2}\right)-F\left(a^{*}, \frac{1}{2}\right)=-\frac{3}{8}$. Now we have $\left(\frac{1}{8}\right)(1)\left[1,(-1)^{2}\right]+\left(\frac{3}{8}\right)(1)\left[1,0^{2}\right]+\left(\frac{1}{2}\right)(-1)\left[1,\left(\frac{1}{2}\right)^{2}\right]=[0,0]$, so $\left(\sigma_{0}, \sigma_{1}, \sigma_{2}\right)$ $=(1,1,-1)$, and so $f-F(a, \cdot)$ alternates in the sense described in Theorem $1(\mathrm{~g})$; thus $F\left(a^{*}, \cdot\right)$ is the best approximation to $f$. Note that if we extend this example to $[-1,1]$ by defining $f$ to pass through $(-1,0)$,
$\left(-\frac{1}{2},-\frac{3}{8}\right),(0,0),\left(\frac{1}{2},-\frac{3}{4}\right)$, and $\left(1,-\frac{3}{8}\right)$, and to be linear between these points, then $f$ is weakly normal (but not normal), and $F\left(a^{*}, x\right)=-\frac{3}{8}$ is still the best approximation to $f$ according to Theorem $1(\mathrm{~h})$ with the same $\sigma$-alternant. Thus although the concepts of weak normality and $\sigma$-alternant are the same as ordinary normality and alternant in some common situations (e.g., ordinary rationals or exponential sum approximation on a compact subset of an interval with at least $N+1$ points), in more complicated situations they can add additional insight.

The next example demonstrates that in contrast to the set of normal functions the set of weakly normal functions need not be an open set. It also gives an example of a nonweakly normal function that has a strongly unique best approximation.

Example 2. Let $X=[-1,1], A=\mathbf{R}^{2}$, and $V=\left\{a_{1}+a_{2} x^{2}:\left(a_{1}, a_{2}\right) \in A\right\}$. Then as before $W(a)=V$ and $d(a)=2$, for all $a \in A$, but since properties $\mathrm{LH}(a, X)$ and $\mathrm{Z}(a, X)$ both fail, there are no normal functions in $C(X)$ with respect to $V$. Now define $f \in C(X)$ by $f(-1)=1, f\left(-\frac{1}{2}\right)=-1, f(0)=1$, $f(1)=0$, and linear in between these points. Then $a^{*}=(0,0)$ gives $F\left(a^{*}, x\right)=0$ as the best approximation with $\left\{-1,-\frac{1}{2}, 0\right\}$ with the signs $\sigma_{0}=1, \sigma_{1}=-1, \sigma_{2}=1$ forming a $\sigma$-alternant. Note also that properties SIGN, LH, and Z all hold at $a^{*}$ on $\left\{-1,-\frac{1}{2}, 0\right\}$, so $f$ is weakly normal and by Theorem $1(\mathrm{~h}), F\left(a^{*}, \cdot\right)=0$ is strongly unique. Now for $0<t<\frac{1}{2}$ define $g_{t} \in C(X)$ by $g_{t}(-1)=1, g_{t}\left(-\frac{1}{2}\right)=-1, g_{t}(-t)=1, g_{t}(0)=1-t$, $g_{t}(t)=1, g_{t}(1)=0$, and linear in between these points. Then $a^{*}=(0,0)$ still gives the best approximation to $g_{t}$ and $\left\{-1,-\frac{1}{2},-t\right\}$ with signs $\sigma_{0}=1$, $\sigma_{1}=-1$, and $\sigma_{2}=1$ forms a $\sigma$-alternant, but properties LH and Z fail to hold at $a^{*}$ on the set $E_{a^{*}}\left(g_{t}\right)=\left\{-1,-\frac{1}{2},-t, t\right\}$. So $g_{t}$ is not weakly normal even though $g_{t} \rightarrow f$ uniformly as $t \rightarrow 0$. However, we do have that for $t$ sufficiently small

$$
\left\|g_{t}-F(a, \cdot)\right\| \leqslant\left\|g_{t}\right\|+\left(\left(1-4 t^{2}\right) /\left(7-4 t^{2}\right)\right)\|F(a, \cdot)\| \quad \text { for all } \quad a \in A
$$

Hence $g_{t}$ has zero as its strongly unique best approximation.
The preceding example illustrates an important fact about the weakly normal functions. That is, if $f$ is weakly normal and $g$ is sufficiently close to $f$, then $g$ must have a strongly unique best approximation, even if $g$ is not weakly normal. This is made precise in the following lemma.

Lemma 2. Suppose $f \in C(X)$ is weakly normal and $\left\|e_{r}(f)\right\| \neq 0$. Then there exists a $\delta_{0}>0$ such that if $g \in C(X)$ and $\|f-g\| \leqslant \delta_{0}$, then $g$ has a strongly unique best approximation $F(a, \cdot)$, and $g-F(a, \cdot)$ possesses $a$
$\sigma$-alternant of length $N+1$. In addition, $\lambda_{2}\left(f, \delta_{0}\right)<+\infty$. Moreover, this strong uniqueness holds uniformly in that there exist a $\delta, 0<\delta \leqslant \delta_{0}$, and a $\because>0$ such that $\|g-F(a, \cdot)\| \geqslant\left\|g-B_{\downarrow}(g)\right\|+\gamma\left\|F(a, \cdot)-B_{y}(g)\right\|$ for all $g$ with $\|f-g\| \leqslant \delta$ and for all $a \in A$.

Proof. If $F\left(a^{*}, \cdot\right)$ is a best approximation to $f$, then $\mathrm{LH}\left(a^{*}, E_{a^{*}}(f)\right)$ and $\operatorname{SIGN}\left(a^{*}, E_{a^{*}}(f)\right)$ hold, so by Theorem $1(\mathrm{~g}) f-F\left(a^{*}, \cdot\right)$ possesses a $\sigma$-alternant $\sigma_{v}\left(x_{0}, \ldots, x_{N}: a^{*}\right)$, and by Theorem $1(\mathrm{~h}), F\left(a^{*}, \cdot\right)$ is strongiy unique. Then by arguments similar to those in [3], there exist $\delta_{1}>0$ and $\beta>0$ such that if $g \in C(X)$ and $\|f-g\| \leqslant \delta_{1}$, then a besi approximation $F(a, \cdot)$ to $g$ exists, and for any such $F(a, \cdot)$ we have $\left\|F\left(a^{*}, \cdot\right)-F(a, \cdot)\right\| \leqslant$ $\beta\|f-g\|$. We now claim that for some $\delta_{\mathrm{G}}$ with $0<\delta_{0} \leqslant \delta_{1}$, if $\|f-g\| \leqslant \delta_{0}$ and $F(a, \cdot)$ is a best approximation to $g$, then $g-F(a, \cdot)$ possesses a $\sigma$-alternant of length $N+1$. Once this has been shown, strong uniqueness of $F(a, \cdot)$ will follow from Theorem $1(\mathrm{~h})$, and we will also have $\dot{i}_{b}\left(f, \delta_{0}\right) \leqslant$ $\beta<+x$.

To prove the claim, suppose that there were a sequence $\left\{g_{m}\right\} \subset C(X)$ with $\left\|g_{m}-f\right\| \rightarrow 0$, and $\left\{a^{m}\right\} \subset A$ with $F\left(a^{m}, \cdot\right)$ a best approximation to $g_{m}$, such that $g_{m}-F\left(a^{m}, \cdot\right)$ possesses no $\sigma$-alternant of length $N+1$. Note that $\left\|F\left(a^{m}, \cdot\right)-F\left(a^{*}, \cdot\right)\right\| \leqslant \beta\left\|f-g_{m}\right\|$ for $m$ sufficiently large. so $\left\|F\left(a^{m}, \cdot\right)-F\left(a^{*}, \cdot\right)\right\| 0$. Thus by Lemma $1(c)$ we can assume $\left\|a^{\prime \prime}-a^{*}\right\| \rightarrow 0$. Without loss of generality, suppose $\left\{h_{1}, \ldots, h_{N}\right\} \equiv$ $\left\{F_{\mathrm{i}}\left(a^{*}, \cdot\right), \ldots, F_{N}\left(a^{*}, \cdot\right)\right\}$ is a basis for $W\left(a^{*}\right)$. Then by arguments in the proof of Theorem $1(\mathrm{~d})$, for $m$ suffciently large we have $d\left(a^{m}\right)=N$ and $\left\{h_{1 m}, \ldots, h_{: v m}\right\} \equiv\left\{F_{1}\left(a^{m}, \cdot\right), \ldots, F_{N}\left(a^{m}, \cdot\right)\right\}$ is a basis for $W\left(a^{m}\right)$. Now by Theorem $1(b)$ and Carathedory's theorem [4, p.17], for each $m$ there is a number $k \leqslant N$ (which by going to subsequences if necessary, we can assume to be fixed $)$, numbers $\theta_{m 0}, \ldots, \theta_{m k}$ with $\theta_{m i}>0,0 \leqslant i \leqslant k$ and $\sum_{i=0}^{k} \theta_{m i}=1$, and points $y_{m 0}, \ldots, y_{m k} \in E_{\alpha}\left(g_{m}\right)$ with

$$
\sum_{i=0}^{\kappa} \theta_{m i} \operatorname{sgn}\left(g_{m}\left(y_{m i}\right)-F\left(a^{m}, y_{m i}\right)\right)\left[h_{1 m}\left(y_{m i}\right), \ldots, h_{v_{m}}\left(y_{m i}\right)\right]=0_{k}
$$

Going to subsequences if necessary, we can assume $y_{m i} \rightarrow j_{1} \in K$, $0 \leqslant i \leqslant k, \quad \theta_{m i} \rightarrow \theta_{i} \geqslant 0, \quad 0 \leqslant i \leqslant k$, with $\sum_{i=0}^{k} \theta_{i}=1$, and $\operatorname{sgn}\left(g_{m}\left(y_{m i}\right)-\right.$ $\left.F\left(a^{m}, y_{m}\right)\right) \rightarrow \bar{\sigma}_{i}$ for $0 \leqslant i \leqslant k$; since $\left\|g_{m}-F\left(a^{m}, \cdot\right)\right\| \rightarrow\left\|f-F\left(a^{*}, \cdot\right)\right\| \neq 0$ we have $\left|\bar{\sigma}_{1}\right|=1$ for $0 \leqslant i \leqslant k$. We also have

$$
\sum_{i=0}^{k} \theta_{i} \bar{\sigma}_{i}\left[h_{1}\left(y_{i}\right), \ldots, h_{N}\left(y_{i}\right)\right]=0_{k}
$$

and $\left\{y_{0}, \ldots, y_{k}\right\} \subset E_{a^{*}}(f)$ since for $0 \leqslant i \leqslant k$ we have

$$
\begin{aligned}
\mid f\left(y_{i}\right) & -F\left(a^{*}, y_{i}\right) \mid \\
\geqslant & \left|g_{m}\left(y_{m i}\right)-F\left(a^{m}, y_{m i}\right)\right|-\left|f\left(y_{i}\right)-f\left(y_{m i}\right)\right|-\left|f\left(y_{m i}\right)-g_{m}\left(y_{m i}\right)\right| \\
& \quad-\left|F\left(a^{m}, y_{m i}\right)-F\left(a^{*}, y_{m i}\right)\right|-\left|F\left(a^{*}, y_{m i}\right)-F\left(a^{*}, y_{i}\right)\right| \\
\geqslant & \left\|g_{m}-F\left(a^{m}, \cdot\right)\right\|-\left|f\left(y_{i}\right)-f\left(y_{m i}\right)\right|-\left\|f-g_{m}\right\| \\
& \quad-\left\|F\left(a^{m}, \cdot\right)-F\left(a^{*}, \cdot\right)\right\|-\left|F\left(a^{*}, y_{m i}\right)-F\left(a^{*}, y_{i}\right)\right| \\
\quad \rightarrow & \left\|f-F\left(a^{*}, \cdot\right)\right\|
\end{aligned}
$$

as $m \rightarrow+\infty$. Now if $y_{i}=y_{j}$ for some $i \neq j$, then $y_{i}=y_{j}=x$ for some $x \in E_{a^{*}}(f)$. Thus $\bar{\sigma}_{i}=\lim _{m \rightarrow \infty} \operatorname{sgn}\left(g_{m}\left(y_{m i}\right)-F\left(a^{m}, y_{1 i}\right)\right)=\operatorname{sgn}\left(f(x)-F\left(a^{*}, x\right)\right)=$ $\lim _{m \rightarrow \infty} \operatorname{sgn}\left(g_{m}\left(y_{m j}\right)-F\left(a^{m}, y_{m j}\right)\right)=\bar{\sigma}_{j}$. So $\theta_{i} \bar{\sigma}_{i}\left[h_{1}\left(y_{i}\right), \ldots, h_{N}\left(y_{i}\right)\right]+$ $\theta_{j} \bar{\sigma}_{j}\left[h_{1}\left(y_{j}\right), \ldots, h_{N}\left(y_{i}\right)\right]=\left(\theta_{i}+\theta_{j}\right) \bar{\sigma}_{i}\left[h_{1}\left(y_{i}\right), \ldots, h_{N}\left(y_{i}\right)\right]$, and $\theta_{i}+\theta_{j}>0$ if either $\theta_{i}>0$ or $\theta_{j}>0$. Now coalescing terms in (2.3) as above and deleting any zero terms, we have that a nonempty set of vectors of the form $\left[h_{1}\left(x_{i}\right), \ldots, h_{N}\left(x_{i}\right)\right]$ is linearly dependent, where the $x_{i}$ 's are distinct element of $E_{a *}(f)$. But our weak normality assumption implies $W\left(a^{*}\right)$ satisfies the Haar condition on $E_{a^{*}}(f)$; thus there must be at least $N+1$ of these vectors. Thus we must have $k=N, \theta_{i}>0,0 \leqslant i \leqslant N$, and $y_{i} \neq y_{j}$ for $0 \leqslant i$, $j \leqslant N, i \neq j$. By Theorem 1(c), $\sigma_{r}\left(y_{0}, \ldots, y_{N} ; a^{*}\right)$ exists with associated signs $\sigma_{0}, \ldots, \sigma_{N}$ and by Theorem $1(\mathrm{~d})$, for $m$ sufficiently large $\sigma_{V}\left(y_{m 0}, \ldots, y_{m N} ; a^{m}\right)$ exists and has $\operatorname{signs} \sigma_{0}, \ldots, \sigma_{N}$. Also we have $0_{N} \in \operatorname{co}\left\{\operatorname{sgn}\left(g_{m}\left(y_{m i}\right)-\right.\right.$ $\left.\left.F\left(a^{m}, y_{m i}\right)\right)\left[h_{1 m}\left(y_{m i}\right), \ldots, h_{N m}\left(y_{m i}\right)\right]: i=0, \ldots, N\right\}$. Thus, for $m$ sufficiently large, the uniqueness in Theorem 1(c) gives $\operatorname{sgn}\left(g_{m}\left(y_{m i}\right)-F\left(a^{m}, y_{m i}\right)\right)=$ $\sigma^{m} \sigma_{i}$ for $0 \leqslant i \leqslant N$, where $\sigma^{m}=\operatorname{sgn}\left(g_{m}\left(y_{m 0}\right)-F\left(a^{m}, y_{m 0}\right)\right)$. Thus $\sigma_{V}\left(y_{m 0}, \ldots, y_{m N} ; a^{m}\right)$ is a $\sigma$-alternant for $g_{m}-F\left(a^{m}, \cdot\right)$, and this is a contradiction. Thus, the claim is established.

To prove the strong unicity part we assume that $F(a, \cdot) \equiv B_{V}(g)$. Suppose the result is false. Then there is a sequence $\left\{g_{m}\right\} \subset C(X)$ with $\left\|g_{m}-f\right\| \rightarrow 0, B_{V}\left(g_{m}\right)=F\left(a^{m}, \cdot\right)$, and there is a sequence $\left\{b^{m}\right\} \subset A$ with

$$
\gamma_{m}=\frac{\left\|g_{m}-F\left(b^{m}, \cdot\right)\right\|-\left\|g_{m}-F\left(a^{m}, \cdot\right)\right\|}{\left\|F\left(b^{m}, \cdot\right)-F\left(a^{m}, \cdot\right)\right\|} \rightarrow 0 \quad \text { as } \quad m \rightarrow+\infty
$$

Since $\gamma_{m} \rightarrow 0$ we must have that $\left\{\left\|F\left(b^{m}, \cdot\right)\right\|\right\}$ is bounded and $\| g_{m}-$ $F\left(b^{m}, \cdot\right)\|-\| g_{m}-F\left(a^{m}, \cdot\right) \| \rightarrow 0$. Now $\left\|g_{m}-F\left(a^{m}, \cdot\right)\right\| \rightarrow\left\|f-F\left(a^{*}, \cdot\right)\right\|$, so $\left\|g_{m}-F\left(b^{m}, \cdot\right)\right\| \rightarrow\left\|f-F\left(a^{*}, \cdot\right)\right\|$. So, using Lemma $1(\mathrm{c})$ and the arguments in [3, Theorem 2] we can assume $\left\|a^{m}-a^{*}\right\| \rightarrow 0$ and $\left\|b^{m}-a^{*}\right\| \rightarrow 0$. We can also assume by using the arguments in Theorem $1(\mathrm{~d})$ that $\left\{F_{1}\left(a^{*}, \cdot\right), \ldots, F_{N}\left(a^{*}, \cdot\right)\right\}$ is a basis for $W\left(a^{*}\right),\left\{F_{1}\left(a^{m}, \cdot\right), \ldots, F_{N}\left(a^{m}, \cdot\right)\right\}$ is a basis for $W\left(a^{m}\right)$, and $\left\{F_{1}\left(b^{m}, \cdot\right), \ldots, F_{N}\left(b^{m}, \cdot\right)\right\}$ is a basis for $W\left(b^{m}\right)$; also $a_{j}^{m}=b_{j}^{m}=a_{j}^{*}$ for $j>N$. Now by the first part, we have that for all $m$ sufficiently large there is a $\sigma$-alternant $\sigma_{\nu}\left(x_{m 0}, \ldots, x_{n N} ; a^{m}\right)$ for $h_{m}-F\left(a^{m}, \cdot\right)$;
going to subsequences if necessary, we can assume $x_{m i} \rightarrow x_{i} \in X, 0 \leqslant i \leqslant N$, and from arguments of the first part of this proof, it follows that $\left\{x_{0}, \ldots, x_{N}\right\}$ will be the points of a $\sigma$-alternant for $f-F\left(a^{*}, \cdot\right)$. By Theorem $1(\mathrm{~d})$, for $m$ sufficiently large we can assume that $\sigma_{\nu}\left(x_{m 0}, \ldots\right.$, $\left.x_{m N} ; a^{m}\right)$ and $\sigma_{1}\left(x_{0}, \ldots, x_{N} ; a^{*}\right)$ have the same signs $\sigma_{0}, \ldots, \sigma_{N}$. Further let $\sigma$ be such that $\operatorname{sgn}\left(f\left(x_{i}\right)-F\left(a^{*}, x_{i}\right)\right)=\sigma \sigma_{i}$, for $0 \leqslant i \leqslant N$. Then for $m$ sufficiently large we have $\operatorname{sgn}\left(g_{m}\left(x_{m i}\right)-F\left(a^{m}, x_{m i}\right)\right)=\sigma \sigma_{i}$ for $0 \leqslant i \leqslant N$. We now claim that there is an $\alpha>0$ such that for all $m$ sufficiently large,

$$
\max \left\{\sigma \sigma_{i} \frac{F\left(a^{m}, x_{m i}\right)-F\left(b^{m}, x_{m i}\right)}{\left\|a^{m}-b^{m}\right\|}: 0 \leqslant i \leqslant N\right\} \geqslant \alpha
$$

To prove the claim, suppose that, going to subsequences if necessary which we do not relabel, there were positive numbers $\alpha_{m} \rightarrow 0$ with

$$
\max \left\{\sigma \sigma_{i} \frac{F\left(a^{m}, x_{m i}\right)-F\left(b^{m}, x_{m i}\right)}{\left\|a^{m}-b^{m}\right\|}: 0 \leqslant i \leqslant N\right\} \leqslant \alpha_{m}
$$

for all large $m$. Now for $m$ sufficiently large, the mean value theorem implies that $F\left(a^{m}, x_{m i}\right)-F\left(b^{m}, x_{m i}\right)=D\left(a^{*}, a^{m}, x_{i}\right)+o\left(\left\|a^{m}-b^{m}\right\|\right)$. Thus we have that

$$
\max \left\{\sigma \sigma_{i}\left[\frac{D\left(a^{*}, a^{m}-b^{m}, x_{m i}\right)}{\left\|a^{m}-b^{m}\right\|}+\frac{o\left(\left\|a^{m}-b^{m}\right\|\right)}{\left\|a^{m}-b^{m}\right\|}\right]: 0 \leqslant i \leqslant N\right\} \leqslant \alpha_{m}
$$

Going to subsequences if necessary, we can assume $\left(a_{j}^{m}-b_{j}^{m}\right) /\left(\left\|a^{m}-b^{m}\right\|\right)$ $\rightarrow c_{j}, 0 \leqslant j \leqslant N$, where $\max \left\{\left|c_{j}\right|: 0 \leqslant j \leqslant N\right\}=1$. Thus defining $c_{j}=0$ for $j>N$ we have $\max \left\{\sigma \sigma_{i} D\left(a^{*}, c, x_{i}\right): 0 \leqslant i \leqslant N\right\} \leqslant 0$. But by the claim in the proof of Theorem $1(\mathrm{e})$, we have $D\left(a^{*}, c, \cdot\right)=0$, which is a contradiction. Thus the claim is established. Again, going to subsequences of necessary; we now have for $m$ sufficiently large and for some $i$ with $0 \leqslant i \leqslant N$,

$$
\begin{aligned}
\left\|g_{m}-F\left(b^{m}, \cdot\right)\right\| & \geqslant \sigma \sigma_{i}\left(g_{m}\left(x_{m i}\right)-F\left(b^{m}, x_{m i}\right)\right) \\
& =\sigma \sigma_{i}\left(g_{m}\left(x_{m i}\right)-F\left(a^{m}, x_{m i}\right)\right) \\
& +\sigma \sigma_{i} \frac{F\left(a^{m}, x_{m i}\right)-F\left(b^{m}, x_{m i}\right)}{\left\|a^{m}-b^{m}\right\|}\left\|a^{m}-b^{m}\right\| \\
& \geqslant\left\|g_{m}-F\left(a^{m}, \cdot\right)\right\|+\alpha\left\|a^{m}-b^{m}\right\| .
\end{aligned}
$$

So using Lemma 1(b), there is a constant $L>0$ such that

$$
\left\|g_{m}-F\left(b^{m}, \cdot\right)\right\| \geqslant\left\|g_{m}-F\left(a^{m}, \cdot\right)\right\|+\alpha L\left\|F\left(b^{m}, \cdot\right)-F\left(a^{m}, \cdot\right)\right\| .
$$

Thus $\gamma_{m} \geqslant \alpha L$, which contradicts the fact that $\gamma_{m} \rightarrow 0$.

## 3. Linear Theory

We now consider the situation where $V$ is a linear subspace. We take $A=\mathbf{R}^{N}, h_{1}, h_{2}, \ldots, h_{N} \in C(X)$ to be linearly independent and set $V^{*}=$ $\left\{F(a, \cdot)=a_{1} h_{1}+\cdots+a_{N} h_{N}\right\}$. We have that for all $a \in \mathbf{R}^{N}$ and all $S \subset X$, $d(a)=N, W(a)=V^{*}$, and $\operatorname{SIGN}(a, S)$ holds; further $\mathrm{LH}(a, S)$ and $\mathrm{Z}(a, S)$, when they hold, are independent of $a$, and are equivalent if $|S| \geqslant N$. Thus $f \in C(X)$ will be weakly normal if and only if it has a best approximation $p^{*} \in V^{*}$ with $V^{*}$ satisfying the Haar condition on $E_{V^{*}}(f)$. If $V^{*}$ does satisfy the Haar condition on $\left(x_{0}, \ldots, x_{N}\right) \in \hat{X}_{N}$, then $\sigma_{\nu^{*}}\left(x_{0}, \ldots, x_{N} ; a\right)$ exists and is independent of $a$, and will be denoted by $\sigma_{\nu *}\left(x_{0}, \ldots, x_{N}\right)$.

Given $X_{V^{*}}=\left(x_{0}, \ldots, x_{N}\right) \in \hat{X}_{N}$ with $V^{*}$ satisfying the Haar condition on $\left\{x_{0}, \ldots, x_{N}\right\}$ and $\sigma_{V^{*}}\left(x_{0}, \ldots, x_{N}\right)$ having signs $\sigma_{0}, \ldots, \sigma_{N}$, we define the generalized polynomials $q_{i} \in V^{*}$ by

$$
\begin{equation*}
q_{i}\left(x_{j}\right)=\sigma_{j}, \quad j \neq i, j=0, \ldots, N, i=0, \ldots, N . \tag{3.1}
\end{equation*}
$$

The proofs of the following two lemmas are similar to the proofs given in [1, Lemma 1] and so will be omitted.

Lemma 3. Suppose $f \in C(X)$ and $X_{\nu^{*}}=\left(x_{0}, \ldots, x_{N}\right) \in \hat{X}_{N}$ with $V^{*}$ satisfy.ing the Haar condition on $\left\{x_{0}, \ldots, x_{N}\right\}$. Let $\sigma_{\nu^{*}}\left(x_{0}, \ldots, x_{N}\right)$ have signs $\sigma_{0}, \ldots, \sigma_{N}$ and define $q_{i}$ for $i=0, \ldots, N$ as in (3.1). Then

$$
\begin{aligned}
& \text { (i) } B_{\nu *}\left(f, X_{\nu^{*}}\right)=\sum_{j=0}^{n} \frac{-\sigma_{j} f\left(x_{j}\right)}{1+\left|q_{j}\left(x_{j}\right)\right|} q_{j} \text {, } \\
& \text { (ii) if } p \in V^{*}, \quad \text { then } p=\sum_{j=0}^{n} \frac{-\sigma_{j} p\left(x_{j}\right)}{1+\left|q_{j}\left(x_{j}\right)\right|} q_{j} .
\end{aligned}
$$

Lemma 4. Suppose $V^{*}$ satisfies the Haar condition on $X_{V^{*}}=\left\{x_{0}, \ldots, x_{N}\right\}$, where $\left(x_{0}, \ldots, x_{N}\right) \in \hat{X}_{N}$. Then the generalized polynomials $q_{i}$ defined by (3.1) satisfy
(i) $\sum_{j=0}^{N} \frac{1}{1+\left|q_{j}\left(x_{j}\right)\right|}=1$.
(ii) $\sum_{j=0}^{N} \frac{q_{j}}{1+\left|q_{j}\left(x_{j}\right)\right|} \equiv 0$.

The next theorem gives an explicit form for the local Lipschitz constant, $\bar{\lambda}_{V^{*}}(f)$, and as a consequence, shows that $B_{V^{*}}$ is Gâteaux differentiable at $f$, for all $f \in C(X)$ that are weakly normal, and such that $\left|E_{\gamma *}(f)\right|=N+1$.

Theorem 2. Suppose $f \in C(X)$ is weakly normal. $\left\|e_{\nu^{\prime} *}(f)\right\| \neq 0$ and $\left|E_{\nu^{*}}(f)\right|=\bar{N}+1$. Let $E_{V^{*}}(f)=\left\{x_{0}, \ldots, x_{N}\right\}$. Then

$$
\hat{\lambda}_{1 * *}(f)=\lim _{\delta \rightarrow 0} \lambda_{i * *}(f, \delta)=\left\|\sum_{j=0}^{N} \frac{\left|q_{j}\right|}{1+q_{j}\left(x_{i}\right)}\right\| \equiv \Phi_{i *\left(X, E_{i} *(f)\right) .}
$$

Proof. The proof that $\hat{\lambda}_{V^{*}}(f) \leqslant \Phi_{V^{*}}\left(X, E_{V^{*}}(f)\right)$ is similar to that in [1, Theorem 2] and will be omitted, except to note that Markoffs inequality in that proof is replaced by the following fact: There is a function $\psi: \mathbf{R}^{+} \rightarrow \mathbf{R}^{+}$with $\psi(\delta) \rightarrow 0$ as $\delta \rightarrow 0^{+}$with $\omega(p, \delta) \leqslant\|p\| \psi(\delta)$, for all $p \in V^{*}$, where $\omega(p, \delta)$ is the modulus of continuity of $p$. To see this we note $S=\left\{q \in V^{*}:\|q\|=1\right\}$ is compact, and is thus equicontinuous by the Arzela-Ascoli theorem; thus $\psi(\delta)=\sup \left\{\left|q\left(x_{1}\right)-q\left(x_{2}\right)\right|: q \in S, x_{1}, x_{2} \in X\right.$, $\left.\left|x_{1}-x_{2}\right| \leqslant \delta\right\} \rightarrow 0$ as $\delta \rightarrow 0^{+}$. Now for any $p \in V^{*}, p \not \equiv 0$, we have $\omega(p /\|p\|, \delta) \leqslant \psi(\delta)$, so $\omega(p, \delta) \leqslant\|p\| \psi(\bar{\delta})$. The proof that $\hat{\lambda}_{V^{*}}(f) \geqslant$ $\Phi_{V^{*}}\left(X, E_{V^{*}}(f)\right)$ can be accomplished by selecting $\bar{g} \in C(X)$ with $\|\bar{g}\| \neq 0$ and proving, using the inequalities developed in the first part of the proof with $g=f+t \bar{g}$, that $\lim _{t \rightarrow 0}\left(B_{V^{*}}(f+t \bar{g})-B_{i * *}(f)\right) / t$ exists and equais $\sum_{j=0}^{N}\left(-\sigma_{j} \bar{g}\left(x_{j}\right) /\left(1+\left|q_{j}\left(x_{j}\right)\right|\right)\right) q_{j}$, this can then be used to show that

$$
\hat{i}_{L^{\prime} *}(f) \geqslant \frac{1}{\|\bar{g}\|}\left\|\sum_{j=0}^{N} \frac{-\sigma_{j} \bar{g}\left(x_{j}\right)}{1+\left|q_{j}\left(x_{j}\right)\right|} q_{j}\right\|
$$

for all $\bar{g} \in C(X)$ with $\|\bar{g}\| \neq 0$, and this implies $\hat{i}_{i, *}(f) \geqslant \Phi_{k *}\left(X, E_{i} *(f)\right)$.
The proof of Theorem 2 gives us then the following which is merely a generalization of [13].

Corollary. Suppose $f \in C(X)$ is weakly normal, $\left\|e_{i} *(f)\right\| \neq 0$, and $\left|E_{V^{*}}(f)\right|=N+1$. Let $E_{V^{*}}(f)=\left\{x_{0}, \ldots, x_{N}\right\}$. Then $B_{v} *$ is Gâteaux differentiable at $f$ for all $g \in C(X)$. Moreover,

$$
D_{f} B_{\imath *}(g)=\sum_{j=0}^{N} \frac{-\sigma_{j} g\left(x_{j}\right)}{1+\left|q_{i}\left(x_{j}\right)\right|} a_{j} .
$$

Remark. The number $\Phi_{r^{*}}\left(X, E_{V^{*}}(f)\right)$ depends not explicitly on $f$ but only on the set of extreme points of $f-B_{V^{*}}(f)$. Thus if we change $f$ but maintain the same set of extreme points the number $\Phi_{l^{*}}\left(X, E_{V} *(f)\right)$ will be the same.

The final theorem of this section gives a characterization of the strong unicity constant for $f \in C(X)$ when $f$ is weakly normal and $\left|E_{v^{*} *}(f)\right|=N+1$. We omit the proof since it follows from the arguments of $\left[5\right.$, Theorem 5] and the fact that $\left|E_{V^{*}}(f)\right|=N+1$. (See also [11].)

Theorem 3. Suppose $f \in C(X)$ is weakly normal, $\left\|e_{V^{*}}(f)\right\| \neq 0$, and $\left|E_{V^{*}}(f)\right|=N+1$ Let $E_{V^{*}}(f)=\left\{x_{0}, \ldots, x_{N}\right\}$. Then

$$
\lim _{\delta \rightarrow 0^{+}} M_{V^{*}}(f, \delta)=M_{V^{*}}(f)=\max \left\{\left\|q_{i}\right\|: 0 \leqslant i \leqslant N\right\}
$$

## 4. Main Results

We are now in a position to prove our main results which extend Theorem 2, its corollary, and Theorem 3 to the nonlinear setting; the results turn out to be the same as in the linear case, with $V^{*}=W\left(a^{*}\right)$.

Theorem 4. Suppose $f \in C(X)$ is weakly normal with best approximation $F\left(a^{*}, \cdot\right) \in V,\left\|e_{V}(f)\right\| \neq 0$, and $\left|E_{V}(f)\right|=N+1$. Let $E_{V}(f)=\left\{x_{0}, \ldots, x_{N}\right\}$ and $V^{*}=W\left(a^{*}\right)$. Then

$$
\begin{aligned}
\hat{\lambda}_{V}(f) & =\lim _{\delta \rightarrow 0} \lambda_{V}(f, \delta)=\Phi_{V *}\left(X, E_{V}(f)\right) \\
& =\left\|\sum_{j=0}^{N} \frac{\left|q_{j}\right|}{1+\left|q_{j}\left(x_{j}\right)\right|}\right\|
\end{aligned}
$$

where $q_{i}, j=0, \ldots, N$, are the generalized polynomials in $W\left(a^{*}\right)$ satisfying (3.1).

Proof. Let $\delta_{0}$ be as in Lemma 2, and let $\beta=\lambda_{V}\left(f, \delta_{0}\right)<\infty$. Now suppose $0<\delta \leqslant \delta_{0}$; for $\delta$ sufficiently small and $0<\|f-g\| \leqslant \delta$ we have from Lemma 2 that $g$ has a strongly unique best approximation $F(a, \cdot)$, with $g-F(a, \cdot)$ having a $\sigma$-alternant $\sigma_{V}\left(y_{0}, \ldots, y_{N} ; a\right)$. Now using arguments like those in the proof of the first part of Lemma 2 or by a generalization of [1, Lemma 4] we can assume that $\max \left\{r\left(x_{i}, y_{i}\right): 0 \leqslant i \leqslant N\right\}$ is as small as we please. We have $\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\| \leqslant \beta\|f-g\|$ so by Lemma $1(\mathrm{c})$ we can assume that $\left\|a-a^{*}\right\|=O\left(\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|\right)=O(\|f-g\|)$. By our definitions and Theorem $1(\mathrm{~d})$ we can assume that $\sigma_{V}\left(x_{0}, \ldots, x_{N} ; a^{*}\right)$, $\sigma_{V}\left(y_{0}, \ldots, y_{N} ; a\right), \sigma_{V^{*}}\left(x_{0}, \ldots, x_{N}\right)$, and $\sigma_{V^{*}}\left(y_{0}, \ldots, y_{N}\right)$ all have the same signs $\sigma_{0}, \ldots, \sigma_{N}$. Now from Lemma 1 (a) we have

$$
\begin{equation*}
\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)-D\left(a^{*}, a-a^{*}, \cdot\right)\right\|=o\left(\left\|a-a^{*}\right\|\right)=o(\|f-g\|) \tag{4.1}
\end{equation*}
$$

Let $\bar{f}=f-F\left(a^{*}, \cdot\right)$ and $\bar{g}=g-F\left(a^{*}, \cdot\right)$; we now claim that $\| B_{V^{*}}(\bar{g})-$ $B_{V^{*}}(\bar{f})-D\left(a^{*}, a-a^{*}, \cdot\right) \|=o(\|f-g\|)$. Once this has been shown, applying (4.1) we will have

$$
\begin{aligned}
\| F(a, \cdot) & -F\left(a^{*}, \cdot\right)\|-\| B_{V^{*}}(\bar{g})-B_{V^{*}}(\bar{f}) \| \\
\leqslant & \left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)-\left(B_{V^{*}}(\bar{g})-B_{V^{*}}(\bar{f})\right)\right\| \\
\leqslant & \left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)-D\left(a^{*}, a-a^{*}, \cdot\right)\right\| \\
& +\left\|B_{V^{*}}(\bar{g})-B_{V^{*}}(\bar{f})-D\left(a^{*}, a-a^{*}, \cdot\right)\right\|=o(\|f-g\|)
\end{aligned}
$$

Now $\|f-g\|=\|\bar{f}-\bar{g}\|$ and we have

$$
\frac{\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|}{\|f-g\|} \leqslant \frac{\left\|B_{V^{*}}(\bar{f})-B_{V^{*}}(\bar{g})\right\|}{\|\bar{f}-\bar{g}\|}+r_{1}(\|\bar{f}-\bar{g}\|),
$$

where $r_{1}(t) \rightarrow 0$ as $t \rightarrow 0^{+}$. Thus we have for $\delta>0$ sufficiently small, since for any $g$ with $0<\|f-g\| \leqslant \delta$ there is a $\bar{g}$ with $0<\|\bar{f}-g\| \leqslant \delta$,

$$
\begin{aligned}
\sup & \left\{\frac{\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|}{\|f-g\|}: 0<\|f-g\| \leqslant \delta\right\} \\
& \leqslant \sup \left\{\frac{\left\|B_{V^{*}}(\bar{g})-B_{V^{*}}(\bar{f})\right\|}{\|\bar{f}-\bar{g}\|}+r_{1}(\|\bar{f}-\bar{g}\|): 0<\|\bar{f}-\bar{g}\| \leqslant \delta\right\} .
\end{aligned}
$$

So $\lambda_{V}(f, \delta) \leqslant \lambda_{V^{*}}(\bar{f}, \delta)+\sup \left\{r_{1}(\|\bar{f}-\bar{g}\|): 0<\|\bar{f}-\bar{g}\| \leqslant \delta\right\}$. Therefore, $\lim _{\delta \rightarrow 0} \lambda_{i}(f, \delta) \leqslant \lim _{\delta \rightarrow 0} \lambda_{v}(\bar{f}, \delta)$. Similar arguments prove the reverse inequality, and so we have $\lim _{\delta \rightarrow 0} \lambda_{\nu}(f, \delta)=\lim _{\dot{\delta} \rightarrow 0} \lambda_{\nu^{\bullet}}(\bar{f}, \delta)$. But by Theorem $1(\mathrm{~g})$ we have $B_{V^{*}}(\bar{f})=0$ and $E_{\gamma^{*}}(\bar{f})=E_{\bar{y}^{\prime}}(f)$, so Theorem 2 implies that $\lim _{\delta \rightarrow 0} \lambda_{V^{*}}(\bar{f}, \delta)=\Phi_{V^{*}}\left(X, E_{V}(f)\right)=\lim _{\delta \rightarrow 0} \lambda_{V}(f, \delta)=\hat{\lambda}_{V}(f)$ There remains only to prove the claim. First note that (4.1) implies

$$
\begin{equation*}
\left\|\bar{g}-D\left(a^{*}, a-a^{*}, \cdot\right)\right\| \leqslant\|g-F(a, \cdot)\|+o(\|f-g\|) . \tag{4.2}
\end{equation*}
$$

Now for $i=0, \ldots, N$,

$$
\begin{align*}
& \left|\bar{g}\left(y_{i}\right)-D\left(a^{*}, a-a^{*}, y_{i}\right)\right| \\
& \quad \geqslant\left|g\left(y_{i}\right)-F\left(a, y_{i}\right)\right|-\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)-D\left(a^{*}, a-a^{*}, \cdot\right)\right\| \\
& \quad \geqslant\|g-F(a, \cdot)\|-o(\|f-g\|) . \tag{4.3}
\end{align*}
$$

Since $\operatorname{sgn}\left(\bar{g}\left(y_{i}\right)-D\left(a^{*}, a-a^{*}, y_{i}\right)\right)=\operatorname{sgn}\left(g\left(y_{i}\right)-F\left(a, y_{i}\right)\right)=\sigma \sigma_{i}$ for some $\sigma= \pm 1,0 \leqslant i \leqslant N$, and $D\left(a^{*}, a-a^{*}, \cdot\right) \in V^{*}$, we have form (4.3) and Theorem 1(f)

$$
\begin{equation*}
\left\|\bar{g}-B_{V^{*}}(\bar{g})\right\| \geqslant\|g-F(a, \cdot)\|-o(\|f-g\|) \tag{4.4}
\end{equation*}
$$

Now applying the strong unicity part of Lemma 2 to $V^{*}$ there is a $\gamma>0$ such that

$$
\left\|B_{v}(\bar{g})-D\left(a^{*}, a-a^{*}, \cdot\right)\right\| \leqslant(1 / \gamma)\left[\left\|\bar{g}-D\left(a^{*}, a-a^{*}, \cdot\right)\right\|-\left\|\bar{g}-B_{V}(\bar{g})\right\|\right] .
$$

Then (4.2) and (4.4) imply

$$
\begin{aligned}
& \left\|B_{V^{*}}(\bar{g})-D\left(a^{*}, a-a^{*} \cdot \cdot\right)\right\| \\
& \quad \leqslant(1 / \gamma)[\|g-F(a, \cdot)\|+o(\|f-g\|)-(\|g-F(a, \cdot)\|-o(\|f-g\|))] \\
& \quad=o(\|f-g\|)
\end{aligned}
$$

which establishes the claim and the theorem.

The following corollary generalizes a result of [12] where it is shown that in the case of ordinary rational function approximation on a closed interval where $f$ is normal with $\left|E_{V}(f)\right|=N+1$, the $B_{V}$ is Gâteaux differentiable at $f$. (See also [2].)

Corollary. Suppose that $f \in C(X)$ is weakly normal with best approximation $F\left(a^{*}, \cdot\right) \in V,\left\|e_{V}(f)\right\| \neq 0$, and $\left|E_{V}(f)\right|=N+1$. Let $E_{V}(f)=$ $\left\{x_{0}, \ldots, x_{N}\right\}, V^{*}=W\left(a^{*}\right)$, and $\sigma_{V}\left(x_{0}, \ldots, x_{N} ; a^{*}\right)$ have signs $\sigma_{0}, \ldots, \sigma_{N}$. Then $B_{V}$ is Gâteaux differentiable at for all $g \in C(X)$. Moreover,

$$
\begin{equation*}
D_{f} B_{V}(g)=\sum_{j=0}^{N} \frac{-\sigma_{j} g\left(x_{j}\right)}{1+\left|q_{j}\left(x_{j}\right)\right|} q_{j}, \tag{4.5}
\end{equation*}
$$

where $q_{j}, 0 \leqslant j \leqslant N$, are the generalized polynomials in $W\left(a^{*}\right)$ satisfying (3.1). Thus $\left\|D_{f} B_{V}\right\|=\Phi_{V^{*}}\left(X, E_{V}(f)\right)$.

Proof. Let $g \in C(X)$. If $g \equiv 0$ then (4.5) holds, so assume $g \not \equiv 0$. For any nonzero $t$, let $g_{t}=f+t g, f=\bar{f}-F\left(a^{*}, \cdot\right)$, and $\bar{g}_{t}=g_{t}-F\left(a^{*}, \cdot\right)$. In the proof of Theorem 4 , it was shown that (with $g_{t}$ replacing $g$ )

$$
\left\|B_{V}\left(g_{t}\right)-B_{V}(f)-\left(B_{V^{*}}\left(\bar{g}_{t}\right)-B_{V^{*}}(\bar{f})\right)\right\|=o\left(\left\|f-g_{t}\right\|\right)
$$

This then implies

$$
\left\|\frac{B_{\nu}(f+t g)-B_{V}(f)}{t}-\frac{B_{V *}(\bar{f}+t g)-B_{V *}(\bar{f})}{t}\right\|=\frac{o(t\|g\|)}{t}
$$

which approaches zero as $t \rightarrow 0$. As in Theorem 4 we have $E_{V^{*}}(\bar{f})=E_{V}(f)$, but by the corollary to Theorem 2, we have

$$
\lim _{t \rightarrow 0} \frac{B_{V^{*}}(\bar{f}+t g)-B_{V^{*}}(\bar{f})}{t}=\sum_{j=0}^{N} \frac{-\sigma_{j} g\left(x_{j}\right)}{1+\left|q_{j}\left(x_{j}\right)\right|} q_{j}
$$

so (4.5) follows.
The final theorem was proved in [11] for the situation of ordinary rational function approximation on a closed interval with normality in place of weak normality. We note also that a similar theorem has been shown to hold under somewhat different assumptions [8].

Theorem 5. Suppose $f \in C(X)$ is weakly normal with best approximation $F\left(a^{*}, \cdot\right) \in V,\left\|e_{V}(f)\right\| \neq 0$, and $\left|E_{V}(f)\right|=N+1$. Let $E_{V}(f)=\left\{x_{0}, \ldots, x_{N}\right\}$, and $V^{*}=W\left(a^{*}\right)$. Then

$$
\lim _{\delta \rightarrow 0} M_{\nu}(f, \delta)=\hat{M}(f)=\max \left\{\left\|q_{i}\right\|: 0 \leqslant i \leqslant N\right\}
$$

where $q_{i}, 0 \leqslant i \leqslant N$, are the generalized polynomials in $W\left(a^{*}\right)$ satisfying (3.1).

Proof. For $\delta>0$, consider $F(a, \cdot) \in V$ with $0<\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\| \leqslant \delta$. Then from Lemma $1(\mathrm{~d})$, for $\delta>0$ sufficiently small we can assume $\left\|a-a^{*}\right\|=O\left(\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|\right)$. Let $\bar{f}=f-F\left(a^{*}, \cdot\right)$; as in the proof of Theorem 4, we have $B_{V^{*}}(\bar{f}) \equiv 0$ and $E_{V *}(\bar{f})=E_{V}(f)$. Now by Lemma 1(a) $F(a, \cdot)-F\left(a^{*}, \cdot\right)=D\left(a^{*}, a-a^{*}, \cdot\right)+o\left(\left\|a-a^{*}\right\|\right)=D\left(a^{*}, a-a^{*}, \cdot\right)+$ $o\left(\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|\right)$, so for $\delta>0$ sufficiently small we have $D\left(a^{*}, a-a^{*}, \cdot\right) \not \equiv 0$, so $\left\|\bar{f}-D\left(a^{*}, a-a^{*}, \cdot\right)\right\|-\|\bar{f}\|>0$. We now claim that for $\delta>0$ sufficiently small

$$
\begin{aligned}
& \left.\frac{\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|}{\|f-F(a, \cdot)\|-\left\|f-F\left(a^{*}, \cdot\right)\right\|}-\frac{\left\|D\left(a^{*}, a-a^{*}, \cdot\right)-B_{V^{*}}(f)\right\|}{\left\|\bar{f}-D\left(a^{*}, a-a^{*}, \cdot\right)\right\|-\left\|\bar{f}-B_{1^{* *}}(\bar{f})\right\|} \right\rvert\, \\
& \quad \leqslant u(\delta)
\end{aligned}
$$

where $u(\delta) \rightarrow 0$ as $\delta \rightarrow 0^{+}$. To see this, let $\psi_{1}(a)=\| F(a, \cdot)-F\left(a^{*}, \cdot\right)-$ $D\left(a^{*}, a-a^{*}, \cdot\right) \| ;$ then $\quad\left|\psi_{1}(a)\right| \leqslant\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)-D\left(a^{*}, a-a^{*}, \cdot\right)\right\|=$ $o\left(\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|\right)$. So $\sup \left\{|\psi(a)| /\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|: 0<\| F(a, \cdot)-\right.$ $\left.F\left(a^{*}, \cdot\right) \| \leqslant \delta\right\} \rightarrow 0 \quad \delta \rightarrow 0^{+}$. Likewise, let $\psi_{2}(a)=\|f-F(a, \cdot)\|-$ $\left\|f-F\left(a^{*}, \cdot\right)\right\|-\left(\left\|\bar{f}-D\left(a^{*}, a-a^{*}, \cdot\right)\right\|-\|\bar{f}\|\right)$; then $\left|\psi_{2}(a)\right| \leqslant \| F\left(a^{*}, \cdot\right)-$ $F(a, \cdot)+D\left(a^{*}, a-a^{*}, \cdot\right) \|=o\left(\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|\right)$. So $\sup \left\{\left|\psi_{2}(a)\right| / \| F(a, \cdot)\right.$ $\left.-F\left(a^{*}, \cdot\right)\|: 0<\| F(a, \cdot)-F\left(a^{*}, \cdot\right) \| \leqslant \delta\right\} \rightarrow 0$ as $\delta \rightarrow 0^{+}$. We have then that

$$
\begin{align*}
& \left|\frac{\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|}{\|f-F(a, \cdot)\|-\left\|f-F\left(a^{*}, \cdot\right)\right\|}-\frac{\left\|D\left(a^{*}, a-a^{*}, \cdot\right)-B_{V^{*}}(f)\right\|}{\left\|\bar{f}-D\left(a^{*}, a-a^{*} \cdot \cdot\right)\right\|-\left\|\bar{f}-B_{\cdot * *}(\bar{f})\right\|}\right| \\
& \quad=\left|\frac{\left\|D\left(a^{*}, a-a^{*}, \cdot\right)\right\|+\psi_{1}(a)}{\left\|\bar{f}-D\left(a^{*}, a-a^{*}, \cdot\right)\right\|-\|\bar{f}\|+\psi_{2}(a)}-\frac{\left\|D\left(a^{*}, a-a^{*}, \cdot\right)\right\|}{\left\|\bar{f}-D\left(a^{*}, a-a^{*}, \cdot\right)\right\|-\|\bar{f}\|}\right| \\
& =\left|\frac{\psi_{1}(a)\left(\left\|\bar{f}-D\left(a^{*}, a-a^{*}, \cdot\right)\right\|-\|\bar{f}\|\right)-\psi_{2}(a) D\left(a^{*}, a-a^{*}, \cdot\right) \|}{\left(\|f-F(a, \cdot)\|-\left\|f-F\left(a^{*}, \cdot\right)\right\|\right)\left(\left\|\bar{f}-D\left(a^{*}, a-a^{*}, \cdot\right)\right\|-\|\bar{f}\|\right)}\right| \\
& =\frac{\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|}{\|f-F(a, \cdot)\|-\left\|f-F\left(a^{*}, \cdot\right)\right\|} \\
& \quad \times \left\lvert\,\left(\psi_{1}(a)-\psi_{2}(a) \frac{\left\|D\left(a^{*}, a-a^{*}, \cdot\right)\right\|}{\left\|\bar{f}-D\left(a^{*}, a-a^{*}, \cdot\right)\right\|-\|\bar{f}\|}\right) /\left(\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|\right)\right. \tag{4.6}
\end{align*}
$$

Now by the strong uniqueness of $F\left(a^{*}, \cdot\right)$, there is a $\gamma_{1}>0$ such that $\|f-F(a, \cdot)\|-\left\|f-F\left(a^{*}, \cdot\right)\right\| \geqslant \gamma_{1}\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|$, and by the strong uniqueness of $B_{V^{*}}(\bar{f})$, there is a $\gamma_{2}>0$ such that $\left\|\bar{f}-D\left(a^{*}, a-a^{*}, \cdot\right)\right\|-$ $\|\bar{f}\| \geqslant \gamma_{2}\left\|D\left(a^{*}, a-a^{*}, \cdot\right)\right\|$. So we have from (4.6),

$$
\left|\frac{\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|}{\|f-F(a, \cdot)\|-\left\|f-F\left(a^{*}, \cdot\right)\right\|}-\frac{\left\|D\left(a^{*}, a-a^{*}, \cdot\right)-B_{V^{*}}(\bar{f})\right\|}{\left\|\bar{f}-D\left(a^{*}, a-a^{*}, \cdot\right)\right\|-\left\|\bar{f}-B_{V^{*}}(\bar{f})\right\|}\right|
$$

$\leqslant\left(1 / \gamma_{1}\right)\left[\left|\psi_{1}(a)\right| /\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|+\psi_{2}(a) \mid /\left(\gamma_{2}\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|\right]\right.$,
so setting

$$
\begin{aligned}
u(\delta)= & \sup \left\{( 1 / \gamma _ { 1 } ) \left[\left|\psi_{1}(a)\right| / \| F(a, \cdot)\right.\right. \\
& \left.-F\left(a^{*}, \cdot\right) \|+\left|\psi_{2}(a)\right| /\left(\gamma_{2}\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|\right)\right]: \\
& \left.0<\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\| \leqslant \delta\right\},
\end{aligned}
$$

the claim follows.
Now for $\delta>0$ sufficiently small, if $0<\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\| \leqslant \delta$ then

$$
0<\left\|D\left(a^{*}, a-a^{*}, \cdot\right)\right\|=\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|+o\left(\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|\right) \leqslant 2 \delta
$$

and it follows that

$$
\begin{aligned}
\sup & \left\{\frac{\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|}{\|f-F(a, \cdot)\|-\left\|f-F\left(a^{*}, \cdot\right)\right\|}: a \in A, 0<\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\| \leqslant \delta\right\} \\
& \leqslant \sup \left\{\left.\frac{\left\|p-B_{V^{*}}(\bar{f})\right\|}{\|\bar{f}-p\|-\|\bar{f}\|} \right\rvert\, p \in V^{*}, 0<\|p\| \leqslant 2 \delta\right\}+u(\delta) .
\end{aligned}
$$

Thus $\lim _{\delta \rightarrow 0} M_{V}(f, \delta) \geqslant \lim _{\delta \rightarrow 0} M_{V *}(\bar{f}, \delta)$.
For the reverse inequality, suppose $p \in V^{*}$, with $0<\|p\| \leqslant \delta$, for $\delta$ small. Without loss of generality we can assume that $\left\{F_{1}\left(a^{*}, \cdot\right), \ldots, F_{N}\left(a^{*}, \cdot\right)\right\}$ is a basis for $W\left(a^{*}\right)$, so $p=D\left(a^{*}, c, \cdot\right)$ for some $c \in \mathbf{R}^{n}$, and we can take $c_{i}=0$ for $i>N$. Now by standard arguments from the linear independence of $\left\{F_{1}\left(a^{*}\right), \ldots, F_{N}\left(a^{*}, \cdot\right)\right\}$ we have that for some $L>0,\|c\| \leqslant L\|p\|$. Thus, by Lemma 1(a), for $\delta>0$ sufficiently small,

$$
\left\|F\left(a^{*}+c, \cdot\right)-F\left(a^{*}, \cdot\right)\right\|=\left\|D\left(a^{*}, c, \cdot\right)+o(\|c\|)\right\| \leqslant\|p\|+o(L\|p\|) \leqslant 2 \delta
$$

So by arguments similar to those above, for $\delta>0$ sufficiently small, we have

$$
\begin{aligned}
& \sup \left\{\frac{\left\|p-B_{V^{*}}(\bar{f})\right\|}{\|\bar{f}-p\|-\|\bar{f}\|}: p \in V^{*}, 0<\|p\| \leqslant 2 \delta\right\} \\
& \leqslant \\
& \quad \sup \left\{\frac{\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\|}{\|f-F(a, \cdot)\|-\left\|f-F\left(a^{*}, \cdot\right)\right\|}: a \in A, 0<\left\|F(a, \cdot)-F\left(a^{*}, \cdot\right)\right\| \leqslant 2 \delta\right\} \\
& \\
& +u(2 \delta) .
\end{aligned}
$$

Therefore, $\lim _{\delta \rightarrow 0} M_{V}(\bar{f}, \delta) \leqslant \lim _{\delta \rightarrow 0} M_{V^{*}}(f, \delta)$. Since $\left\|e_{V^{*}}(\bar{f})\right\| \neq 0$ and $E_{V *}(\bar{f})=E_{V}(f)$, we have by Theorem $3 \quad \hat{M}_{V}(f)=\lim _{\delta \rightarrow 0} M_{V}(f, \delta) \leqslant$ $\lim _{\delta \rightarrow 0} M_{V^{*}}(\bar{f}, \delta)=\max \left\{\left\|q_{i}\right\|: 0 \leqslant i \leqslant N\right\}$.

Remark. The strong unicity constant $M_{V}(f)$ and the local strong unicity constant $\hat{M}_{V}(f)=\lim _{\delta \rightarrow 0} M_{V}(f, \delta)$, as noted earlier, are identical if $V$ is linear. If $V$ is nonlinear then in general $\hat{M}_{V}(f) \neq M_{V}(f)$. This was demonstrated for ordinary rational functions on a closed interval in [11].
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